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Introduction and Pedagogical Observations

At the recent turn of the century, it was stated (1) that:

Computational Chemistry has come of age. With sig-
nificant strides in computer hardware and software over
the last few decades, computational chemistry has
achieved full partnership with theory and experiment
as a tool for understanding and predicting the behavior
of a broad range of chemical, physical and biological
phenomena.

There are a variety of indicators that support the above as-
sertion and attest to the importance of this area of chemis-
try, not the least of which was the 1998 Nobel Prize to John
Pople and Walter Kohn. Several journals are dedicated ex-
clusively to computational chemistry and molecular model-
ing, and the number of articles in less specialized journals
that deal with this area continues to increase. Perhaps most
interesting is that more and more chemists who are not com-
putational chemists by training or research interest have come
to appreciate the use of tools provided by this discipline to
help solve problems in their own areas of experimental ex-
pertise.

Clearly computational chemistry and molecular model-
ing have progressed to the point that undergraduate chemis-
try departments need to seriously consider how they will
integrate this area of chemistry into an already rigorous cur-
riculum. One way to do this would be to follow the example
of the University of Nottingham in the United Kingdom,
where a B.Sc. in chemistry with computational chemistry fo-
cus is now offered (2). Few undergraduate chemistry depart-
ments have the personnel or resources to make so large a
commitment; however, it certainly 7 possible to develop com-
putational laboratory exercises that can be introduced
seamlessly into existing undergraduate curricula. Indeed, this
Journal has been a leader in publishing summaries of such
activities (3—11).

In this article, we focus on the degree to which compu-
tational quantum chemistry is finding increasing use in the
modeling of environmentally important processes. This rela-
tively new development has been spurred in part by recent
advances in theoretical modeling of chemical reactions tak-
ing place in condensed phases, for example, in aqueous me-
dia (12-14). Here, we illustrate how to employ computational
quantum mechanics to predict oxidation—reduction poten-
tials for solutes in an aqueous medium (75-17).

Our focus is thus on the prediction of a thermochemical
quantity. To that end, we will discuss in some detail (i) how
to construct appropriate thermochemical cycles for the pre-
diction of specific equilibrium constants, (ii) what physical

596  Journal of Chemical Education e

Vol. 81 No. 4 April 2004 e

phenomena are represented by various legs of the thermo-
chemical cycles, and (iii) how theoretical models may best
be employed to compute accurate values for particular el-
ementary processes. We believe that the detailed theoretical
treatment will be of use to those interested in introducing
such materials into appropriate undergraduate chemistry
courses (e.g., physical chemistry, analytical chemistry, elec-
trochemistry, environmental chemistry).

Normal Hydrogen Electrode Potential

We begin with an example that relies solely on experi-
mental data. In particular, let us consider the half-cell po-
tential corresponding to the normal hydrogen electrode

(NHE). The NHE half-reaction is defined as

"JHy(® —> H'G@g + ¢ (® (1)

and its half-cell potential £° is related to the free energy
change AG® from left to right by the Nernst equation for
the special case of all species being at their unit standard-
state concentrations.

AG°

B @

where 7 is the number of electrons generated in the half-re-
action and F is the Faraday constant (the negative of the
charge on one mole of electrons). The potential is expressed
in units of volts (V; for free energies expressed in typical units,
Fis equal to 23.061 kcal mol! V! or 96.487 k] mol ™! V).

The free energy change for eq 1 corresponds to what is
called an “absolute” potential, because it involves the gen-
eration or consumption of a free electron. Historically, abso-
lute potentials were not readily amenable to measurement,
so that electrochemical tables of redox potentials tend to list
“relative” half-cell potentials. That is, a different half-cell re-
action, for example,

1 Hg,ClL(s) + e(g — Hg) + Cl (ag) 3)
is added to the first so that the sum of the two reactions in-

cludes no free electrons on either side. Thus, adding egs 1
and 3, we have

1 Hg,Cl(s) + 15Hy(@ — Hg() + H'ag) + Cl (aq) (4)
The free energy change for eq 4 may be measured straight-

forwardly, in which case, since it is the sum of the free en-
ergy changes for eqs 1 and 3, we may employ it in the Nernst
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equation to compute the potential for eq 3 relative to eq 1.
In modern electrochemistry, the NHE is taken as zero on
the relative electrochemical scale, so the entire free energy
change for eq 4 is assigned as the relative potential for eq 3.

To compute the NHE absolute potential, we need first
to give some thought to the meaning of the standard-state
symbol appearing on the free energy and potential symbols
in eq 2 (i.e., the superscript “0”). That superscript is meant
to specify a great deal about the electrochemical system, in-
cluding the phases of the chemical species (g for gas, 1 for
pure liquid, aq for aqueous solution), their concentration in
the various phases, [e.g., 1 mol per 24.5 L for gases (corre-
sponding to 1 atm pressure for an ideal gas) and 1 mol per 1
L (i.e., 1 M) for aqueous solutes], the temperature (298 K),
and a choice of reference zeros for atomic and molecular heats
of formation.! Let us make the standard-state conventions
more clear by consideration of the thermochemical cycle in
Figure 1, which will prove useful for computing the absolute
NHE potential.

The upper horizontal leg of the cycle in Figure 1 repre-
sents the purely gas-phase process of H—H bond rupture and
subsequent hydrogen atom ionization. In order to compute
the gas-phase free energy change, we must compute the free
energies of all of the individual species. In this instance the
298 K heats of formation and entropies are known in every
case, and they are listed in Table 1. Since H,(g) is the el-
emental standard state, it has a heat of formation of 0.0 kJ
mol™ at all temperatures. For electrochemistry, the usual stan-
dard-state convention is to consider the free electron also to
have a heat of formation of 0.0 kJ mol™ at all temperatures—
this is called the thermal electron convention. However, an-
other common convention exists that is known as the ion
convention. In the ion convention, the electron has a heat of
formation of zero only at 0 K. Since the free energy change
of any half-reaction is a constant irrespective of standard-state
convention, this implies that atomic and molecular ions must

1, AG; + -
HHg —> H@® + (g

lAG° -0 lAGS"(H") lAG° -0

®
GNHE

VHy9 ——> H'ag + € (@

Figure 1. Thermodynamic cycle for the determination of the abso-
lute potential of the normal hydrogen electrode.

Table 1. Gas-Phase Thermochemical Data
for Use with Equation 1, T = 298 K

Species AHEzosﬁ/ 539{;/ ) AGF,Z‘?{S/
(kJ mol) {J mol T K1) (kJ mol )

H, 0.0 130.7 -39.0
H* 1536.4 109.0 1503.9
e 0.0 20.9 -6.2

NoTe: Data are taken from the NIST Chemistry Webbook,
http://webbook.nist.gov (accessed Jan 2004) and correspond to the
thermal-electron standard state.
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have 298 K heats of formation that differ under the two con-
ventions by quantities equal to the thermal contributions to
the enthalpy of one or more electrons at 298 K. An ideal gas
of one mole of electrons has enthalpy (5/2)RT (see below),
where R is the universal gas constant, so the difference be-
tween the two conventions is (5/2)gRT, where g is the signed
charge on the ion in atomic units. Thus, tabulations of the
proton heat of formation that adopt the ion convention will
list 1530 kJ mol™!, while Table 1, which uses the thermal elec-
tron convention, lists 1536.4 k] mol™. In practice, there is
no particular virtue in the choice of one standard state over
another, but one must be careful to ensure use of a consistent
convention in all related calculations.

Using the data in Table 1, we may compute 298 K free
energies of formation (also listed in Table 1) as,

AGf 298 = AHf 93 — 298S39g 5)

we can compute the free energy change as 1517.1 kJ mol™
for the gas-phase process at the top of the cycle in Figure 1.
Next consider the process at the bottom of the cycle in Fig-
ure 1, which is the NHE half-reaction shown in eq 1. Since
the hydrogen molecule and the free electron are defined by
eq 1 to be gas phase, we need only transfer the proton from
the gas phase to aqueous solution to generate the NHE half-
reaction (the lower horizontal leg of the cycle in Figure 1).
The free energy for such a process is called the free energy of
aqueous solvation. Tissandier et al. (18) recently extrapolated
gas-phase ion cluster data to arrive at a free energy of solvation
for the proton of -1104.5 kJ mol™. This value, however, de-
rives from gas-phase measurements, so the standard-state pro-
ton concentration remains a constant during the solvation
process. The thermodynamic cycle of Figure 1, however, re-
quires the proton to go from a gas-phase concentration of 1
mol per 24.5 L to an aqueous solute concentration of 1 M.
The free energy change associated with compressing an ideal
gas’ from 24.5 L to 1 L is RTIn(24.5), or 7.9 k] mol™. Thus,
in Figure 1 the appropriate proton free energy of solvation
to employ is ~1096.6 kJ mol ..

Since free energy is a state function, we may then com-
pute the NHE free energy change from Figure 1 as the sum
of the free energy changes for the bottom-to-top left vertical
process (0.0 k] mol™, since no phase or standard-state change
is involved), the left-to-right upper horizontal process (1517.1
k] mol™) and the top-to-bottom right vertical processes
(-1096.6 and 0.0 k] mol™), all of which sum to 420.6 k]
mol . This value employed in eq 2 gives an absolute half-
cell potential of 4.36 V (note that this differs from the pre-
vious standard value of -4.44 V computed by Trasatti (19)
because the proton solvation free energy was less accurately
known in 1986). Note that the sign of the absolute poten-
tial depends on the direction in which the reaction is writ-
ten: the absolute oxidation potential of the hydrogen electrode
is negative while the absolute reduction potential is positive.

Computed Half-Cell Potentials

Gas-Phase Calculations

In the environment, chlorinated organic compounds
often undergo reductive dechlorination (17, 20, 21), a pro-
cess that may render an individual environmental contami-
nant either more or less dangerous. Consider the case of the
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pesticide DDT, which is 1,1-bis(4-chlorophenyl)-2,2,2-
trichloroethane (Figure 2). For reductive dechlorination, one
is potentially interested in both one-electron and two-elec-
tron processes, where the former generates a chloride ion and
an organic radical, and the latter further reduces the organic
radical to a carbanion that is typically protonated in water
to generate a new neutral closed-shell organic molecule. That
is

DDT(aq) + e (g —> DDX(aq) + Cl (aq) (©)

DDT(aq) + H'(aq) + 2¢ (g —> DDD(ag) + Cl (ag) (/)

In this case, neither the heats of formation, nor the entro-
pies, nor the solvation free energies of DDT, DDX, or DDD
are known. However, we may employ quantum mechanics
to compute the necessary thermochemical quantities (14, 22),
and again it is helpful to proceed via a thermochemical cycle
(Figures 3 and 4), since computational quantum chemistry
is most powerful when applied to gas-phase processes.

To compute the enthalpy and entropy of a molecule by
quantum mechanics, we must resort to a number of approxi-
mations, some of which turn out to be very mild, whereas
others may sometimes introduce significant error. For sim-
plicity, let us begin by considering an example molecule that
exists as only a single conformer, for example, H,. We may
imagine building up the 298 K enthalpy of H, in a stepwise
fashion. At first glance, this endeavor may sound highly un-
usual, since H, is, after all, the elemental standard state in
most thermochemical conventions, and thus has an enthalpy
of formation that is identically zero. Quantum mechanical
(QM) computations, however, adopt a different standard state
that is more convenient for the calculations; in particular,
one takes bare nuclei and bare electrons, all infinitely sepa-
rated and at rest, to be the relevant standard state, and this
state is assigned to zero on the energy scale.

Now, from thermodynamics we have that

H=U+ PV 8)
Cl Cl
Cl cl Cl /
H H
Cl I I Cl Cl I I Cl
DDT DDX
Cl
Cl H
H
Cl l I Cl
DDD

Figure 2. DDT and its one-electron (DDX) and two-electron (DDD)
products.
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where U is the internal energy, P is the pressure, and V'is the
volume. At 0 K, the internal energy of a molecule relative to
the QM standard state is largely the energy associated with
assembling all of the nuclei and electrons into a configura-
tion that makes the energy as low as possible; that is, all of
the electrons occupy the lowest energy orbitals that they can
(generating the ground electronic state) and the nuclei adopt
a geometry that minimizes the molecular energy. This “bind-
ing” energy is precisely what is computed by most modern
computational chemistry programs (after optimization of the
molecular geometry). It is usually called the electronic en-
ergy, E, .. and it includes nuclear repulsion, electron kinetic
energy, electron—electron repulsion, and electron—nucleus at-
tractions. It is typically reported in hartrees (£,), where 1 E},
is 627.51 kcal mol™ or 2625.5 kJ mol ™. In addition, because
of the Heisenberg uncertainty principle, bonds in molecules
must vibrate even at 0 K, and the energy associated with
bond-length, bond-angle, and torsional and out-of-plane vi-
brations is referred to as zero-point vibrational energy

(ZPVE). That is

Uy = E

elec

+ ZPVE 9)

To compute zero-point vibrational energy, we assume that
all of the vibrations in a molecule behave as quantum me-
chanical (QM) harmonic oscillators. In that case, ZPVE can
be computed as

3N-3-]
ZPVE = 2 Vo hev,, (10)

m=1

where 4 is Planck’s constant, ¢ is the speed of light, and v is
the normal mode vibrational frequency of mode 7 (in wave
number units) calculated by the QM harmonic oscillator ap-
proximation. The sum in eq 10 runs over all of the molecu-
lar normal modes, of which there are 3/N-3—/ where N is the
number of atoms in the molecule and / = 2 for a linear mol-
ecule and / = 3 for a nonlinear one (monatomic species ob-

AG?
DDT(g + c(g ——> DDX(g + Cl (g

lAG;’(DDT) lAG°=O lAGS"(DDX) lAGS"(Cl)

AGY,
DDTq) + e(@ ——> DDX@q + Cl(g)

Figure 3. Thermodynamic cycle for the determination of the abso-
lute one-electron reduction potential of DDT.

AG?
DDT(g) + H'(g + 2¢(9 — DDD(g) + Cl (g

lAGS"(DDT) lAG;(H*) lAG°=0 lAGS"(DDD) lAGS"(Cl’)

o

DDT(aq) + H+(aq) + 2e (g — DDD(ag) + Cl (aq)

Figure 4. Thermodynamic cycle for the determination of the abso-
lute two-electron reduction potential of DDT.
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viously have no vibrations and hence no ZPVE). Efficient
calculation of vibrational frequencies is possible for many dif-
ferent levels of QM electronic structure theory and is a stan-
dard option in modern computational chemistry packages.
By employing this approach to compute ZPVE, one tacitly
assumes that anharmonicity in the molecular vibrations is
quantitatively unimportant, which is usually a reasonable
approximation.

In the case of H,, calculations at a fairly high level of
theory (called QCISD/aug-cc-pVTZ; we will say more about
levels of theory below) predict an optimized geometry hav-
ing an H—H bond length of 0.743 A, an E,. of -1.17264
Ej,, and a vibrational frequency of 4401 cm!. Thus, at this
level of theory, U, for H, is computed from eq 9 to be
-3052.4 kJ mol™.

To proceed from 0 K to a nonzero temperature 7, we
must consider thermal contributions to U. Within the ideal
gas approximation, and further assuming that we are work-
ing with molecules that do not have low-lying electronic ex-
cited states (which is the case for typical closed-shell organic
molecules) and that behave as rigid rotors and have vibra-
tions characterized as harmonic oscillators, these contribu-
tions are (3/2)RT for translation, (J/2)RT for rotation, and
a vibrational contribution computed as,

-/ hev,

3N -3
Uyt = R 21 T an

where £y is Boltzmann’s constant. Finally, if we assume ideal
gas behavior, we may use the ideal gas law to replace PV in
eq 8 with RT, so that H,og for H, will be U, plus (7/2)RT
plus the contribution from vibration computed using eq 11;
this sum is -3043.8 k] mol .3

To proceed to compute the free energy G395, we must
compute the entropy S3¢s. The entropy has electronic, trans-
lational, rotational, and vibrational components. Under the
single-electronic-state, rigid-rotator, harmonic-oscillator ap-
proximation, these may be computed in a straightforward
fashion from the spin multiplicity (i.e., singlet, doublet, trip-
let, etc.), the molecular mass, the principal moments of in-
ertia and rotational symmetry number, and the vibrational
frequencies; relevant formulae are compiled elsewhere (74,
22, 23). Note that all of the required rotation and vibration
information is available from a frequency calculation per-
formed for the optimized geometry. Note also that the mag-
nitude of the translational entropy depends on the
specification of a standard-state concentration—most com-
putational chemistry packages adopt the 1 mol per 24.5 L
standard state. In the case of H,, the QCISD level used thus
far predicts S5 to be 130.3 ] mol™ K'!. Note how well this
compares with the experimental value listed in Table 1—com-
puted entropies are often quite good even from modest lev-
els of electronic structure theory. The only important caveat
is that the entropy of a QM harmonic oscillator goes to in-
finity as the vibrational frequency goes to zero, so molecules
computed to have very low vibrational frequencies will be
predicted to have entropies that may be significantly too large
under the harmonic oscillator approximation. Typically such
low frequency vibrations are better modeled as hindered or
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free rotors, which have finite entropies, and relevant analyti-
cal formulas for such cases are available (24, 25). In addi-
tion, the popular level of molecular orbital theory known as
Hartree—Fock (HF) theory tends systematically to overesti-
mate vibrational frequencies by about 10% (14, 26). For
highly accurate work, scaling factors to improve the quality
of computed vibrational frequencies from a number of elec-
tronic structure levels have been determined (6, 14, 27-30).

To finish the H, example, then, at the QCISD level we
predict a G5og, of -3082.6 k] mol .. If we reconsider the up-
per leg of the thermodynamic cycle in Figure 1 using exclu-
sively computed values, we need only compute G, for the
proton and the electron to determine AGjgg, for the reac-
tion. Since the bare proton and electron at rest have energies
of zero on the QM electronic structure scale, the only con-
tributions to their free energy are from translation* and, in
the case of the electron, from doublet spin degeneracy; thus,
no electronic structure calculation is involved. Using the mass
of the proton and the electron and the spin degeneracy of
the electron, we can compute G g, values for these species
of -26.2 and 0.0 k] mol™, respectively.” We thus compute
G59g for the gas phase atomization or ionization process to
be 1515.0 k] mol™ [ =-26.2 + 0.0 - (1/2)(-3082.6)], which
compares quite favorably with the experimental value of
1517.1 noted above.

Let us now consider DDT and its degradation products.
There is one more complicating factor now that was not an
issue for H,, namely, that these larger molecules potentially
have more than one stable conformation.® For very careful
work, the calculation of G° for the population of conformers
characterizing a molecule should be computed as,

(%)
G°{X} = -RTIn x,-e%}e RT (12)

where {X} is the set of all energy-minimized molecular con-
formations that are characterized by unique sets of internal
coordinates x; (e.g., bond lengths, angles, and dihedrals) (31).
In many cases, however, it introduces relatively little error to
simply work with only the lowest-energy conformer and ig-
nore the Boltzmann averaging implicit in eq 12.” Figure 5
illustrates the particular conformations of DDT, DDX, and
DDD that were employed here.

At this point, we must decide on a level of electronic
structure theory to apply to the gas-phase legs of our ther-
mochemical cycles. As a very rough rule, the more accurate
a given level of theory, the more expensive it is in terms of
computational resources. Since computational resources are
inevitably finite, a primary skill of the practicing computa-
tional chemist is to identify levels of theory that best balance
cost and accuracy. A complete discussion being outside the
scope of this article, we will indulge here in some useful gen-
eralizations. For molecules the size of DDT and its conge-
ners, the most efficient choice for a theoretical level is density
functional theory (DFT; refs /4, 32, 33), which computes
molecular energetics from optimized electron densities. The
key assumption is that the electronic energy is a functional
of the electron density; various functionals are denoted by
acronyms associated with the names of their developers, and
in this article we will use a popular “hybrid” functional®
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named B3LYP (34-37). The QCISD level that was used
above is “quadratic configuration interaction with single and
double excitations,” a more conventional approach in that it
is based on electronic wave functions rather than densities.’

In addition to choosing a level of theory, one needs to
specify choice of a “basis set” to carry out an electronic struc-
ture calculation. A basis set is a set of available three-dimen-
sional functions that are used to approximate the electronic
orbitals (in calculating the wave function or density) similar
to the way that sine and cosine functions may be used as a
basis to approximate an arbitrary one-dimensional function
in Fourier analysis. Given that analogy, it should be clear that
the more functions one has, that is, the bigger and more flex-
ible the basis set, the more accurate one may expect the cal-
culation to be. Of course, one wants to pick the functions
judiciously to ensure efficiency, and an obvious choice is to
use functions optimized for atoms as a basis, since we may
think of a molecule as being composed of constituent atoms
whose intrinsic electronic structures adjust to the molecular
environment. Given such a choice, as a very rough rule one
typically wants to have at a minimum two basis functions
for every available valence atomic orbital'® and an additional
set of functions on each heavy atom having angular momen-
tum one quantum number higher than the highest valence
orbital, for example, a set of d functions on carbon.!! Such a
basis set is referred to as a polarized split-valence basis set; an
example of such a basis that we will use here is one named
6-31G(d) (14, 26).1?

Having explained the “level of theory” and the need for
a basis set, we note that computational chemists usually just
say “level” to denote a combination of level of theory and ba-
sis. Some molecular properties place less stringent require-
ments on the level than do others. Thus, for instance,
reasonably good molecular geometries and vibrational fre-
quencies (and hence thermochemical contributions) may be
available from the B3LYP/6-31G(d) level, but electronic en-
ergies (i.e., £,..) may not be particularly good. However, to
compute an energy without geometry optimization is a com-
paratively simple task, so that often one resorts to “single-

DDT DDX

®c

O H

DDD

Figure 5. Optimized geometries of DDT, DDX, and DDD from which
the data in Table 2 were determined.
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point” calculations, where a better calculation is done for a
geometry optimized at a lower level. In the case of DFT, typi-
cally one does not change the functional for the single-point
calculation, but simply improves the basis set. Here, we will
carry out single-point calculations at the B3LYP/6-311+G(d)
level. The basis set in this case has three functions for each
valence atomic orbital, and also adds a set of very loose va-
lence functions (indicated by the “+” in the basis set name)
that are usually very important for the computation of accu-
rate energies for anions. The usual notation for single-point
calculations of the variety described here is
B3LYP/6-311+G(d)//B3LYP/6-31G(d), where the double
slash separates the single-point level on the left from the ge-
ometry-optimization level on the right. Note that the level
to the right of the two solidi is also used to compute ZPVE
and, if needed, to compute thermal contributions to the ther-
modynamical quantities of interest.

The choices one is forced to make in choosing a level
are somewhat arbitrary. Therefore, it is usually a good first
step to benchmark the theoretical choice against some known,
relevant experimental quantity that may be used to judge the
adequacy of the level. In the present case, we may consider
first the electron affinity (EA) of the chlorine atom. Electron
affinity is the difference in Uy’ between a neutral and its an-
ion (recall that at 0 K the electron is defined to have Uy =
0). The experimental EA of Cl has been measured as 348.3
k] mol ! (39), and at the B3LYP/6-311+G(d) level it is com-
puted to be 355.8 k] mol™. To additionally test the adequacy
of the lower level for computing ZPVE, we may also con-
sider the EA of the hydroxyl radical HO. In this case, the
experimental EA has been measured as 167.0 k] mol™ (39),
and at the B3LYP/6-311+G(d)//B3LYP/6-31G(d) level it
is computed to be 176.3 kJ mol ™. We will here consider the
computed EAs to be sufficiently accurate to warrant further
use of the B3LYP/6-311+G(d)//B3LYP/6-31G(d) level.
Further validation of the use of DFT to compute electron
affinities is available in recent articles (40—42).

The computational values necessary to compute AG° for
the upper legs of the thermochemical cycles in Figures 3 and
4 are contained in Table 2. Using these data we compute the
gas-phase one- and two-electron processes to have AG® val-
ues of -106.7 and -1769.4 kJ mol’!, respectively. To com-
pute the lower legs, as in the NHE example we need to add
to these values the differential solvation free energies of all
aqueous products and reactants.!?

Solvation Calculations

Several models exist for the computation of free ener-
gies of solvation (74). Among the most efficient are “con-
tinuum” solvation models (43), which model the surrounding
solvent as a homogeneous dielectric medium in which a re-
action field is generated; the reaction field is the electric field
or resulting force field that the solvent exerts on the solute
after the solvent is polarized by the charge distribution of
the solute. In QM calculations, the effect of this field on the
electronic structure is calculated in a “self-consistent reaction-
field” (SCRF) computation. Here, we employ solvation model
5.42R (44), a “generalized-Born” continuum solvation model
(43), using a parameterization specific for water in conjunc-
tion with the DFT method named BPW91/6-31G(d) (45).

Most continuum solvation models compute solvation free en-
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Table 2. Computed 298 K Gas-Phase Thermochemical Data (E,) for Use with Equations 6 and 7

Species Eqec Uy® Hagg® Gaos® AGS
e’ 0.00000 0.00000 0.00236 -0.00001 n/a
H* 0.00000 0.00000 0.00236 -0.00999 -0.41766
cr -460.303727 -460.30373 -460.30137 -460.30231 -0.11973
DDT -2840.13786 -2839.94728 -2839.92881 -2839.99554 -0.00195
DDX -2379.87231 -2379.68479 -2379.66739 -2379.73386 -0.00110
DDD -2380.53053 -2380.32966 -2380.31233 -2380.37716 -0.00275

Norte: Gas-phase data from B3LYP/6-311+G(d)//B3LYP/6-31G(d) calculations with 1 mol per 24.5 L and ion convention standard state; solvation
free energies from SM5.42R/BPW91/6-31G(d) calculations including correction to 1 M standard state.

ergies assuming the same solute concentration in the gas phase
as in the condensed phase, but recall that since our gas-phase
data employ a 1 atm standard state and our condensed-phase
data a 1 M standard state, we must account for the free en-
ergy change associated with the increased concentration in
the condensed phase (7.9 k] mol™) as previously described
above. The corrected SM5.42R/BPW91/6-31G(d) solvation
free energies are provided in Table 2. Using these data to com-
pute the necessary product—reactant differential solvation free
energies, we determine aqueous absolute half-cell free energy
changes of -418.8 and -989.2 kJ mol™!, respectively.

As noted above, experiment typically measures not the
absolute cell potential, but rather the relative cell potential.
That is, eqs 6 and 7 are added to eq 1 taken once and twice,
respectively, to create the complete electrochemical cells

DDT(aq) + ',H,y( — DDX(aq) + H*@aq) + Cl(ag) (13)

DDT(aq) + Hy(g) —> DDD(aq) + H*(aq) + Cl (aq) (14)

and the AG® values for egs 13 and 14 are used in the Nernst
equation to compute the reduction potentials for eqs 6 and
7 relative to the NHE. By construction, AG°for eqs 13 and
14 comes simply from summing the computed absolute half-
cell free energy changes listed above with 420.6 k] mol! and
841.1 kJ mol™, respectively, these being the experimentally
known one- and two-electron free energy changes for the
NHE. The relevant values are then 1.8 and -148.1 kJ mol™
for AG*® for eqs 13 and 14, respectively.

However, prior to using these free energies in the Nernst
equation, one last standard-state issue must be addressed.
Recall that we are working with a 1 M standard state for aque-
ous solutes. Experimentally, however, aqueous reductive
dechlorinations are by convention (46) buffered to pH 7 (i.e.,
a proton concentration of 107 M) and the CI~ concentra-
tion is held at 102 M. In order to convert from one stan-
dard-state convention to another, we may use

or
AG® = AG® + RTln<Q0> (15)
Q
where Q is the reaction quotient (i.e., the ratio of concentra-
tions that appear in the equilibrium constant) evaluated with
all species at their standard-state concentrations and expressed
so that the argument of the logarithm is dimensionless. If

we take superscript “o’” as the pH 7 and 10 M CI- con-
vention and superscript “o” as the all aqueous concentrations
at 1 M convention, this leads, for eq 6, to

(1M DDX)(10°M CI7)
(1M DDT)

AG® = AG®° + RTIn

(16)

(IMDDX)OIMCI")
(IMDDT)

from which one can quickly see that a correction factor of
RTIn(107) or -17.1 kJ mol™ must be applied to the original
free energy (°) to convert to the alternate standard state (°”).
Examination of eq 7 makes it clear that a correction of 22.8
kJ mol™! should be applied to that case. This leads to final
AG®’ values of -15.4 and -125.3 k] mol™ for eqs 13 and 14,
respectively.

Putting It All Together

The values computed above from summing the top and
side legs of the relevant thermodynamic cycles, when used
in eq 2, yield relative reduction potentials for eqs 6 and 7 of
0.16 and 0.65 V, respectively.

Concluding Remarks

Although this paper is written from the pedagogical
standpoint of illustrating the steps involved in computing a
reduction potential, we now stop to ask how accurate these
example reduction potentials are likely to be. An interesting
comparison may be made to the analogous one- and two-
electron reductive dechlorinations that convert hexachloro-
ethane (HCA) to pentachloroethane (i.e., the identical process
to that for DDT, but the diarylmethine group is replaced with
trichloromethyl). In that case, experimental one- and two-
electron reduction potentials have been measured to be 0.11
and 0.67 V (46), and a DFT method very similar to that
employed here predicts values of 0.44 and 0.69 V (17). From
this comparison and related experience (17), we infer that
(i) the DFT method is more likely to be robust for the two-
electron process than for the one-electron process, with the
latter potentially being predicted to be too positive by about
0.3V, and (ii) the reductive dechlorination of DDT proceeds
with very similar energetics to the analogous process for HCA,
that is, trichloromethyl and bis(4-chlorophenyl)methyl mani-
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Figure 6. Dicofol and its one-electron (dicofol-X) and two-electron

(FW-152) products.

fest similar substituent effects on an adjacent trichloromethyl
group undergoing reductive dechlorination.

It is important to emphasize that what we are calculat-
ing here are well defined thermodynamic quantities that cor-
respond to reversible processes under nearly equilibrium
conditions. In actual practice one may encounter overpoten-
tials and other nonthermodynamic complications associated
with irreversible processes like reductive dechlorination, and
one must always be careful to ascertain the extent to which
experimentally measured quantities differ from calculated re-
versible values. As final food for chemical thought, we con-
sider the reductive dechlorination of dicofol to FW-152
(Figure 6). This process is nearly identical to the reductive
dechlorination of DDT, except that the hydrogen atom on
the doubly benzylic position has been replaced with an hy-
droxyl group. Using the additional data in Table 3, the reader
may wish to verify that, in the conventional reductive-dechlo-
rination standard state (°"),the reduction potentials for the
one- and two-electron processes are 0.15 and 0.72 'V, respec-
tively, relative to the NHE. Thus, replacing hydrogen by an
electron-withdrawing hydroxyl group is predicted to render
the two-electron reduction process more favorable by 0.07
V but to have little effect on the one-electron process.

In closing, we note that thermodynamic cycles analo-
gous to those used here are also often used in the ab initio
computation of acidity constants (i.e., pK,s) (3, 43, 47). Pre-
diction of aqueous acidity constants can also be important
in modeling environmentally relevant chemical phenomena.

Resources

Software and Computational Details

All calculations reported in this work were carried out
with the Gaussian 98 suite of electronic structure programs
(48) augmented by the solvation package MN-GSM (49).
While MN-GSM is not yet publicly distributed, its function-
ality is available in the HONDOPLUS (50, 51) and
GAMESSPLUS (52) program packages (53). In this article,
the single-point DFT calculations on the largest molecules
with the largest basis sets took roughly 20 hours of CPU time
on a modern workstation processor. Similar to slightly longer
quantities of time were required for geometry optimizations
of the various large molecules using smaller basis sets. All of
the calculations related to DDT and its degradation prod-
ucts were completed over the course of approximately eight
weeks by an undergraduate chemistry student initally hav-
ing no familiarity with computational chemistry.
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Notes

1. The standard-state symbol may or may not imply that the
thermodynamic quantities refer to hypothetical ideal gases and hypo-
thetical ideal solutions. Here, we will not explicitly discuss
nonideality.

2. This is actually a special case of the more general proce-
dure required to convert between standard states that is discussed
in more detail in the context of eq 15.

3. Note that an ideal gas of 1 mol of electrons has enthalpic
contributions only from translation and the PV term: (5/2)RT.

4. As monatomic species they neither rotate nor vibrate.

5. The value of 0.0 for the electron with this choice of tem-
perature and standard state results simply from accidental cancel-
lation of the different terms.

6. Stable conformation in the sense of there being a local mini-
mum in the molecular potential energy surface.

7. Inspection of eq 12 should make clear that if a single iso-
mer is substantially lower in free energy than all of the others, then
at reasonable temperatures the population free energy is indeed es-
sentially equal to that conformer’s free energy—thus it is always
worth some effort to do the best job possible of determining the
lowest-energy conformer, the global minimum.

8. The functional is referred to as hybrid because it includes
some character from HF theory (74, 26) in addition to DFT.

Table 3. Computed 298 K Gas-Phase Thermochemical Data (E,) for Reductive Dechlorination of Dicofol

Species Eqoc Uo Hagg Gaos AGs
Dicofol -2915.36820 -2915.17403 -2915.15454 -2915.22261 -0.00557

Dicofol-X -2455.10482 -2454.91303 -2454.89569 -2454.95996 -0.00523
FW-152 -2455.76435 -2455.55962 -2455.54132 -2455.60728 -0.00822

Note: Gas-phase data from B3LYP/6-311+G(d)//B3LYP/6-31G(d) calculations with T mol per 24.5 L and ion convention standard state; solvation
free energies from SM5.42R/BPW91/6-31G(d) calculations including correction to 1 M standard state.
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9. QCISD is a key component in the Gaussian-2 work (38)

that contributed to J. A. Pople’s Nobel prize.

10. A single basis function is usually sufficient for core orbitals.

11. Remember that these are functions not orbitals, so it should
not be misconstrued that the use of such functions somehow implies
carbon d orbitals are “occupied” in the electronic configuration.

12. The basis 6-31G(d) is also called 6-31G* in older literature.

13. An alternative way to carry out the calculations would have
been to use energies of formation, enthalpies of formation, and free
energies of formation. This would involve introducing the elements
in their standard states, but since all such data must ultimately can-
cel in a balanced chemical reaction that would simply have com-
plicated the calculations. The route taken here is preferred when
dealing with data from QM electronic-structure calculations.
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Corrections

J. Chem. Educ. 2004, 81, 596-603

On page 597 of the article “Molecular Modeling of En-
vironmentally Important Processes: Reduction Potentials”
(1), we incorrectly stated that the free energy of solvation of
the proton, -1104.5 kJ/mol, reported by Tissandier et al. (2)
in 1998, corresponds to the same concentration in the gas
phase and in liquid solution. Actually, their reported result
corresponds to the standard state of 1 atm in the gas phase
and 1 M in solution. Therefore it is not appropriate to make
any correction to their measured value, as was done in our
article to arrive at a 1 atm to 1 M transfer free energy of
-1096.6 kJ/mol. Note that this implies that the absolute po-
tential of the standard hydrogen electrode is 4.28 V, not 4.36
V. In addition, there is an error in the 298 K free energy of
the chloride anion in Table 2 on p 601; the correct value is

-460.31875 E, (3).
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